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ABSTRACT

 
The goal of this study is to evaluate an Artificial Neural Network (ANN) for differentiating benign and malignant 
breast masses on ultrasound scans.  The ANN was designed with three layers (input, hidden and output layer), where 
a sigmoidal (hyperbolic tangent) response function is used as an activation function at each unit.  Data from 54 
patients with biopsy-proven malignant (N=20) and benign (N=34) masses were used to evaluate the diagnostic 
performance of the ANN.  Of the seven quantitative features extracted from ultrasound images, only four showed 
statistically significant difference between the two categories.  These features were margin sharpness, margin 
echogenicity, angular continuity, and age of patients.  The diagnostic performance was evaluated by round-robin 
substitution to negate bias due to small sample size.  All the input features were standardized to zero-mean and unit-
variance to prevent non-uniform learning, which can generate unwanted error.  The outputs of the network were 
analyzed by Receiver Operating Characteristics (ROC).  The resulting area under the ROC curve Az was 0.856 ± 

0.058 with 95% confidence limit from 0.734 to 0.936, providing 76.5% specificity at 95% sensitivity.  The 
performance of the ANN was comparable to the performance by logistic regression analysis reported by our group 
earlier.  These results suggest that an ANN when combined with sonography can effectively classify malignant and 
benign breast lesions.
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1. INTRODUCTION
 

Breast cancer is one of the most common cancers in women.1  More than 175, 000 American women are diagnosed 
with breast cancer each year. In the last several years, various imaging modalities including X-ray mammography, 
MRI, PET, optical and ultrasound imaging have been used to detect and diagnose breast cancer. 
 
Sonography has been traditionally used for the detection and diagnosis of cysts.  Improvements in image quality from 
new ultrasound techniques such as compound and harmonic imaging have expanded their role, so that now 
sonography is commonly used as a complement to X-ray mammography for imaging solid masses. Several attempts 
have been made in the past to characterize breast tissue by complex signal and image processing schemes. Despite 
these efforts, interpretation of breast sonograms continues to be done almost exclusively by qualitative assessment of 
lesion features within an image.  A variety of image features based on echogenicity, echotexture, and lesion shape are 
used, including: hypoechogenicity relative to the surrounding fibroglandular tissue; inhomogeneous echo 
architecture; an echogenic rim representing desmoplasia; irregular tumor-tissue border, described by the terms 
spiculation, microlobulation and angular margin; and duct extensions and branching patterns.2,3  Taken together, 
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these qualitative descriptors have been shown to improve the specificity of clinical and mammographic findings.4,5  
The overall goal of this study is to quantify various features that an observer sees in an image so as to use them with 
classical and artificial neural networks (ANNs) for tissue classification.  This article presents the results of supplying 
an ANN with several margin characteristics of solid breast nodules.

 
2. MATERIALS AND METHODS

 
Anti-radial and radial ultrasound images of 54 patients who had excisional or core biopsy of suspicious breast masses 
were selected from a library of images.  The studies were approved by the institutional review committee.
 
Seven mass features were analyzed in the study:  1) Margin Sharpness, 2) Margin Echogenicity, 3) Angular 
Continuity, 4) Tissue Attenuation, 5) Mass Attenuation, 6) Excess Attenuation, and 7) Patient Age.6  Except for 
patient age, the features quantitatively measure shape and margin characteristics of the mass.   All of the features 
were then input into the ANN for analysis.  Both the computer programs for feature extraction and the ANN were 
developed using the IDL language (Research System Inc., Denver, Colorado).
 
Feature analysis 
 
Arithmetic mean and standard deviation of each feature were derived for the malignant and benign groups. The two-
tailed Student t-test of unequal variance was used to determine the statistical significance of the difference between 
the two groups.  Four out of seven extracted features showed a significant difference between the benign and 
malignant groups.  Only these four features were used as inputs for the ANN analyses.  These features included 
patients’ age (Age) and three ultrasound image features: margin sharpness (M-Sharp), margin echogenicity (M-
Echo), and angular variance in margin (AVM).  M-Sharp represents the diffuseness of the border of a mass; M-Echo 
represents the difference of brightness (measured in difference in mean grayscale level) between the inside and 
outside of a mass at the margin; and AVM quantifies the inhomogeneity in margin brightness with angle.  
 
Artificial Neural Network (ANN)
 
A multilayer perceptron model of the ANN using a sigmoid function was constructed.  The network consisted of an 
input layer, a hidden layer, and an output layer.  The input layer contained four units (neurons) corresponding to four 
input features; the hidden layer contained ten units transforming the input features from four-dimensional to ten-
dimension space.  Finally, the output layer had only one neuron, representing two possible diagnostic states: 
malignant or benign.  
 
The ANN analysis was a two-step process involving training on known examples followed by testing on unknown 
samples. The training procedure itself consisted of two processes involving feed-forwarding the input data followed 
by back propagation of error by adjusting weights to minimize error on each training epoch.
 
Feed-forwarding
 
All the features in the training set were standardized with zero-mean and unit-variance.  This standardization was 
necessary to prevent non-uniform learning, in which the weights associated with some features converge faster than 
others. After standardization, a randomly chosen sample was put into the network for feed-forwarding.  For each 
sample, four features were used as inputs, and these inputs were processed from the hidden layer to the output layer.  
After each sample was passed through the network, the output value was calculated as
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    ,                                                  (1)

where  is an n-unipolar sigmoid function with a ramp slope of 0.3. The nonlinear nature of the sigmoid function 
confines the output values between 0 and 1.  In Equation 1, z is the output value, xi are input features, and wji are 

weighting values used in the hidden and output layer.  After calculating the output value z of the network, the output 
value was compared to the target value (assigned 1 for malignant and 0 for benign) and the difference was used to 
determine the training error.  This process was repeated for every sample in each training epoch.

Learning – error back propagation

After feed-forwarding the entire training set, weights of the network were adjusted to meet the minima of the mean 

square error criterion function, defined as , where t and z are vectors of target and output values, 

respectively.  To minimize this criterion function, the weight adjustment value was calculated by , 
where η is the user-input learning rate, which was set to 0.1 based on the results of general training.
  
As a first step, the general behavior of the network was evaluated using all data to confirm that the network could be 
trained.  This also yielded the network parameters, such as learning rate, and the slope of the sigmoid function of the 
optimum training curve.  The optimum curve was defined as a curve that has smooth monotonic decreasing slope and 
saturates to the minimum training error, like the curve in Figure 1.  The parameters obtained from general training 
were applied to individual cycles of round-robin training and testing.
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ROC Analysis
 
The ANN test outputs were evaluated for diagnostic performance by ROC analysis.  The area under the curve, Az, 

was used as a measure of the diagnostic performance.  Specificity was measured at fixed 95% sensitivity. 
 

3. RESULTS

In both the general training and the testing, a batch algorithm – adjusting weights after feed-forwarding the entire 
training set – was used as the learning algorithm.  The training curve from the general training is shown in Figure 1. 
150 training epochs were used.  The training error was minimized and saturated at around 140 epochs.  The 
overtraining occurs after 140 epochs, which is marked by an increase in training error (Fig. 1). 
 
The ROC curve for the ANN is shown in Figure 2.  40 training iterations were used for each test sample.  The 
number of training iterations is different from the general training to minimize the processing time as well as to avoid 
overtraining problems.  The area under the ROC curve, Az, was 0.856 ± 0.058 with 95% confidence limit from 0.734 

to 0.936, providing 76.5% specificity at 95% sensitivity.

 
4. DISCUSSION

 
There is growing interest in using computer-aided analysis of ultrasound images to differentiate between malignant 
and benign masses.7-14 Clinically, a variety of image features is used to make this distinction.2,3  From the many 
features used, tumor-tissue margin plays an important role in the diagnosis.  In this study, we measured margin 
sharpness, margin echogenicity, and angular continuity of the tumor-tissue interface. Each of these features has been 
shown to be statistically different for the malignant and benign masses.6  The mean age of the patients for the two 
groups was also statistically different. When the three ultrasound image parameters and age of the patients were used 
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with a round-robin ANN for tumor classification, a significant performance was achieved. The outputs of the 
network analyzed by Receiver Operating Characteristics (ROC) resulted in an area under the ROC curve Az of 0.856

±0.058 with 95% confidence limit of 0.734 to 0.936. At a fixed sensitivity of 95%, 76.5% specificity was observed. 
These results are promising, especially if one considers that, from the many potential image features, only margin 
characteristics were selected in this study. Adding new clinical features to the ANN should further improve the 
performance level.  Furthermore, in this study the breast lesions were manually traced, a tedious approach that 
introduces observer variability into the measurements. An automated method to delineate tumor lesions with high 
levels of confidence and detail could potentially overcome this limitation.14-16

 
In summary, the results of this study suggest that an ANN when combined with quantitative tumor-tissue margin 
features can effectively differentiate between malignant and benign breast lesions.  Further development of the 
proposed approach could result in a promising technique for computer-aided diagnosis of breast masses using 
ultrasound imaging.
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